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Abstract. This paper introduces an architecture for generic constraint
implementations based on variable views and range iterators. Views al-
low, for example, to scale, translate, and negate variables. The paper
shows how to make constraint implementations generic and how to reuse
a single generic implementation with different views for different con-
straints. Applications of views exemplify their usefulness and their po-
tential for simplifying constraint implementations. We introduce domain
operations compatible with views based on range iterators to access and
modify entire variable domains.

1 Introduction

This paper contributes a new architecture based on variable views and range
iterators. The architecture comprises an additional level of abstraction to decou-
ple variable implementations from propagators (as constraint implementations).
Propagators compute generically with variable views instead of variables. Views
support operations like scaling, translation, and negation of variables.

Range iterators support powerful and efficient domain operations on variables
and variable views. The operations can access and modify multiple values of a
variable domain simultaneously. Range iterators are efficient as they help avoid-
ing temporary data structures. They simplify the construction of propagators
by serving as adaptors between variables and propagator datastructures.

The architecture is carefully separated from its implementation. The archi-
tecture can be used for arbitrary constraint programming systems and has been
fully implemented in Gecode [2].

2 Constraint Programming Systems

This section introduces the model for finite domain constraint programming
systems considered in this paper and relates it to existing systems.

We assume that a constraint is implemented by a propagator. A propagator
maintains a collection of variables and performs constraint propagation by exe-
cuting operations on these variables. In the following we consider finite domain
variables and propagators. A finite domain variable z has an associated domain
dom(x) being a subset of some finite subset of the integers.



Propagators do not manipulate variable domains directly but use operations
provided by the variable. These operations return information about the domain
or update the domain. In addition, they handle failure (the domain becomes
empty) and control propagation of other propagators sharing variables.

A walue operation on a variable involves a single integer as result or argument.
We assume that a variable x with D = dom(z) provides the following value
operations: x.getmin() returns min D, z.getmax() returns max D, z.adjmin(n)
updates dom(z) to {m € D | m > n}, z.adjmax(n) updates dom(x) to {m €
D | m <n}, and z.excval(n) updates dom(z) to {m € D | m # n}.

These operations are typical for finite domain constraint programming sys-
tems like Choco [5], ILOG Solver [7, 8, 3], Eclipse [1], Mozart [6], and Sicstus [4].
Some systems provide additional operations such as for assigning values.

A domain operation supports access or update of multiple values of a variable
domain simultaneously. In many systems this is provided by supporting an ab-
stract set-datatype for variable domains, as for example in Choco [5], Eclipse [1],
Mozart [6], and Sicstus [4]. ILOG Solver [7,8, 3] only allows access by iterating
over the values of a variable domain.

Range notation [n .. m] is used to refer to the set of integers {{ € Z | n <1 <
m}. A range sequence ranges(I) for a finite set of integers I C Z is the shortest
sequence s = ([ny .. my], ..., [ng .. mg]) such that I is covered (set(s) = I, where
set(s) is defined as Ule [n; .. m;]) and the ranges are ordered by their smallest
elements (n; < n;41 for 1 <¢ < k). The above range sequence is also written as
{[n; .. mi]>f:1. Clearly, a range sequence is unique, none of its ranges is empty,
and m; +1 < n;yqp for 1 <i < k.

3 Variable Views with Value Operations

This section introduces variable views with value operations.

Consider as an example the well-known finite domain constraint model for
n-Queens using three alldifferent constraints. To be implemented efficiently, this
model requires an alldifferent constraint supporting that the values of z; + ¢;
are different, where the x; are variables and the ¢; are integers. Systems with
this extension of alldifferent must implement two very similar versions of the
same propagator. This is tedious and increases the amount of code that requires
maintenance. In the following we make propagators generic: the same propagator
can be reused for several variants.

To make a propagator generic, all its operations on variables are replaced by
operations on variable views. A wvariable view (view for short) implements the
same operations as a variable. A view stores a reference to a variable. Invoking an
operation on the view executes the appropriate operation on the view’s variable.
Multiple variants of a propagator can be obtained by instantiating the single
generic propagator with multiple different variable views.

For an offset-view v = voffset(z, ¢) for a variable  and an integer ¢, perform-
ing an operation on v results in performing an operation on x+c. The operations



on the offset-view are:

v.getmin() := x.getmin() 4 ¢ v.getmax() := z.getmax() + ¢
v.adjmin(n) := z.adjmin(n — ¢) v.adjmax(n) := z.adjmax(n — c)
v.excval(n) = z.excval(n — ¢)

To obtain both alldifferent propagators, also an identity-view is needed. An
operation on an identity-view vid(x) for a variable x performs the same op-
eration on z. That is, identity-views turn variables into views to comply with
propagators now computing with views. Obtaining the two variants of alldif-
ferent is straightforward: the propagator is made generic with respect to which
view it uses. Using the propagator with both an identity-view and an offset-view
yields the required propagators.

A scale-view v = vscale(a,x) for a positive integer a > 0 and a variable x
defines operations such that v behaves as a - x:

v.getmin() = a - x.getmin() v.getmax() :=a-x.getmax()
v.adjmin(n) := x.adjmin([n/a]) v.adjmax(n) := z.adjmax(|n/a])
v.exceval(n) := if n mod a = 0 then x.excval(n/a)

As an example, consider the implementation of linear equations. With scale-
views it is sufficient to implement the simple propagator Y ., v; = ¢ for views
v;. Then, a general version Y ., a; - x; = c (using scale-views) as well as an
optimized version Y, z; = ¢ (using identity-views) can be obtained.

A minus-view v = vminus(z) for a variable x provides operations such that
v behaves as —xz. Its operations reflect that the smallest possible value for x is
the largest possible value for —z and vice versa.

Derived views. It is unnecessarily restrictive to define views in terms of vari-
ables. The actual requirement for a view is that its variable provides the same
operations. It is straightforward to make views generic themselves: views can be
defined in terms of other views. The only exception are identity-views as they
serve the very purpose of casting a variable into a view. Views such as offset,
scale, and minus are called derived views: they are derived from some other view.

With derived views being defined in terms of views, the first step to use a
derived view is to turn a variable into a view by an identity-view. For example,
a minus-view v for the variable z is obtained by v = vminus(vid(z)).

The coefficient of a scale-view is restricted to be positive. Allowing arbitrary
non-zero constants a in a scale-view s = vscale(a, ) requires to take the signed-
ness of a into account. This extension is inefficient. A more efficient way is to
restrict scale-views to positive coefficients and use an additional minus-view for
cases where negative coeflicients are required.

Derived views exploit that views do not need to be implemented in terms of
variables. This can be taken to the extreme in that a view has no access at all
to a variable. A constant-view v = vcon(c) for an integer ¢ provides operations
such that v behaves as a variable z being equal to c¢. Constant-views allow to
obtain optimized variants of more general propagators. For example, x +y = ¢
can the be obtained from z + y + z = ¢ without any overhead.



4 Domain Operations and Range Iterators

A range iterator r for a range sequence s = ([n; .. mi]>f=1 allows to iterate over
s: each [n; .. m;] can be obtained in sequential order but only one at a time.
A range iterator r provides the following operations: r.done() tests whether all
ranges have been iterated, r.next() moves to the next range, and r.min() and
r.max() return the minimum and maximum value for the current range. By
set(r) we refer to the set defined by an iterator r (with set(r) = set(s)).

A range iterator hides its implementation. Iteration can be by position, but
it can also be by traversing a list. The latter is particularly interesting if variable
domains are implemented as lists of ranges themselves.

Variables are extended with operations to access and modify their domains
with range iterators. For a variable x, the operation z. getdom() returns a range
iterator for ranges(dom(z)). For a range iterator r the operation x.setdom(r)
updates dom(z) to set(r) provided that set(r) C dom(z).

With the help of iterators, richer domain operations are effortless. For a
variable z and a range iterator r, the operation x.adjdom(r) replaces dom(x)
by dom(x) N set(r), whereas x. excdom(r) replaces dom(x) by dom(z) \ set(r).

Global constraints are typically implemented by a propagator computing over
some involved data structure, such as for example a variable-value graph for
domain-consistent all-distinct [9]. After propagation, the new variable domains
must be transferred from the data structure to the variables. This can be achieved
by using a range iterator as adaptor. The adaptor operates on the data structure
and iterates the range sequence for a particular variable. The iterator then can
be passed to the appropriate domain operation.

5 Variable Views with Domain Operations

Domain operations for identity-views and constant-views are straightforward.
The domain operations for an identity-view v = vid(x) use the domain oper-
ations on z: v.getdom() := z.getdom() and v.setdom(r) := x.setdom(r). For
a constant-view v = vcon(c), the operation v.getdom() returns an iterator for
the singleton range sequence ([c .. ¢]). The operation v.setdom(r) just checks
whether the range sequence of r is empty.

Domain operations for an offset-view voffset(v, ¢) are provided by an offset-
iterator. The operations of an offset-iterator o for a range iterator r and an
integer ¢ (created by ioffset(r,c)) are as follows:

o.min() := r.min() + ¢ o.max() := r.max() + ¢
o.done() := r.done() o.next() := r.next()

The domain operations for an offset view v = voffset(v, ¢) are as follows:

v. getdom() := ioffset(x. getdom(), c)
v.setdom(r) := x. setdom (ioffset(r, —c))

Providing domain-operations for minus-views and scale-views is similar.



6 Implementation

The presented architecture can be implemented as an orthogonal layer of abstrac-
tion for any constraint programming system. The only demand on the imple-
mentation language is that it supports polymorphism of some kind: propagators
operate on different views, domain operations and iterators on different iterators.

C++ features parametric polymorphism through templates. Due to monomor-
phization, the compiler can perform aggressive optimizations, in particular in-
lining. Gecode makes heavy use of templates. A thorough inspection of the code
generated by several C++ compilers shows that all operations on both views and
iterators are inlined entirely. The abstractions thus do not impose a runtime
penalty (compared to a system without views and iterators).
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